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Abstract. Different topic modeling techniques have been applied over the years to catego-
rize and make sense of large volumes of unstructured textual data. Our observation shows
that there is not one single technique that works well for all domains or for a general use
case. We hypothesize that the performance of these algorithms depends on the variation and
heterogeneity of topics mentioned in free text and aim to investigate this effect in our study.
Our proposed methodology comprises of i) the calculation of a homogeneity score to mea-
sure the variation in the data, ii) selection of the algorithm with the best performance for
the calculated homogeneity score. For each homogeneity score, the performances of popular
topic modeling algorithms, namely NMF, LDA, LSA, and BERTopic, were compared using
an accuracy and Cohen’s kappa score. Our results indicate that for highly homogeneous data,
BERTopic outperformed the other algorithms (Cohen’s kappa of 0.42 vs. 0.06 for LSA). For
medium and low homogeneous data, NMF was superior to the other algorithms (medium
homogeneity returns a Cohen’s kappa of 0.3 for NMF vs. 0.15 for LDA, 0.1 for BERTopic,
0.04 for LSA).
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1 Introduction

Topic modeling methods are a set of text-mining and information retrieval approaches that have
been vastly utilized in natural language processing (NLP) for segmented text analysis. It serves best
for several use cases: organizing vast volumes of text, the retrieval of information from unstructured
or semi-structured documents, feature extraction through creating representations of latent classes,
and clustering of documents. Topic model algorithms scan a set of documents called a corpus,
examine how words and phrases co-occur, and group the words that best describe the document.
These words often represent a coherent theme, categorized in a topic. A variety of topic models,
from Bayesian probabilistic topic models (BPTMs) such as Latent Dirichlet Allocation (LDA) [1] to
neural topic models (NTMs) such as variational autoencoders [2I3] and generative adversarial nets
(GANs) [4I5I6], have been utilized in language models, text summarization, and text generation,
identifying concealed semantics in heaps of semantic data [7/8].

Numerous researchers leverage on topic modeling techniques to easily derive topics from corpora.
Often, the corpora used for topic modeling contain enormous amounts of text data resulting from
open-ended survey questions and manual logging of complaints. For instance, Nguyen and Ho
aim to evaluate how Latent Dirichlet Allocation (LDA) analyzes experience in customer service
[9]. Various algorithms have attempted to demystify social media posts on Facebook and Twitter
according to human interpretation [LOJITIT2].

While topic modeling can help automate the conception of ideas and abstractions, it is inevitable
for these algorithms to pick up on noise or linguistically meaningless correlations of words found
in documents. Recent papers which review topic modeling methods on different text lengths and
domains suggest that not all topic modeling algorithms perform consistently. Vayansky and Kumar
suggest that LDA, while versatile and often gravitated upon, does not befit complex data relation-
ships [13]. Sbalchiero and Eder experiment the capability of different algorithms on different text
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lengths [14]. Hu et al. even propose an interactive topic modeling framework which inputs user
feedback on initial model outputs to further optimize the topic modeling solutions [15]. Validation
metrics such as accuracy, Cohen’s kappa coefficient, and coherence scores can be used to optimize
these models and may return numerically sufficient performance, but vague semantic outputs may
hinder or misguide human interpretation.

To illustrate this further, consider the topic keywords generated with Non-negative Matrix Factor-
ization (NMF) [I0], a commonly known topic model, and its subjective observation as shown in
Table [T} This is applied to a set of complaints sourced from a dataset further discussed in Section
It can be observed that when data consisting of only two complaint categories is considered
(‘Late payment’ and ‘Fraud’), a user can easily assign a description and action point to the topic
inferred from the topic key words.

Topic ID Topic Key words Topic Description Impact
0 payment, interest, fee, late Late payment Complaints are sent to late payments dept.
1 report, theft, identity theft Fraud Complaints are sent to fraud dept.
2 card, charge, credit, fraudulent Fraud Complaints are sent to fraud dept.

Table 1. Keywords generated by NMF for two complaint categories

However, in Table using the same NMF topic modeling technique now on three complaint
categories (‘Late payment’, ‘Fraud’ and ‘Closing account’), some topic keyword groups can result
in mixed context words; in Topic ID 0, the mixed content seems to address both ‘fraud’ and ‘late
payment’. It may be seen that as the variation in the data increases, the value of the interpretations
arising from the topic keywords can alter.

Topic ID Topic Key words Topic Description Impact
0 charge, late, payment, merchant, card, fraud |Mixed context words. ses;n)trri ?i;fi;;iﬁ:ﬁ;&gh;Cfil;ltgr di:;)i.
1 statement, payment, past due, found late Late payment Complaints are sent to late payments dept.
2 account, credit, close, credit card, close account Closing account  |Complaints are sent to closing accounts dept.
3 account, information, card, contact, fraudulent Fraud Complaints are sent to fraud dept.
4 payment, fee, late, late fee, pay, paid, interest, due Late payment Complaints are sent to fraud dept.

Table 2. Keywords generated by NMF for three complaint categories

Similar examples of the issue illustrated above could be seen in the contrasting best performance
models for large text [16], sentence classification [I7], and short text topic modeling [18]. Although
previous papers can suggest that techniques such as LDA, NMF, and even Latent Semantic Analysis
(LSA) perform best for certain scenarios [I7I18], no technique appears to have the best average
performance on a variety of data assortments and purposes.

The goal of this paper is to investigate and propose a topic modeling selection method that is
dependent on the data homogeneity. With this in place, the best topic modeling techniques can be
identified for particular scenarios given a broad set of data variations in topic-laden corpora. The
text content variety is measured based on a homogeneity score. Suggesting the best performing
algorithm for certain scenarios will help researchers and organizations mitigate the risk of misiden-
tifying topics on various corpora, which consequently lessens wasted resources and time.

In this paper, Section [2]describes the state-of-the-art approaches regarding preprocessing steps, the
intuition behind different topic modeling algorithms, and the formulation of a homogeneity score
used in the experimentation. Section [3] details the experimental setup while Section [4] discusses
the results of the experiment. Section [5| concludes on the observed performance of the algorithms
and how our proposed method can help users in selecting an appropriate algorithm based on data
homogeneity.
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2 Review of Related Literature

2.1 Prevalence of topic modeling in scientific and corporate settings

Topic modeling has applications in many fields, such as literature review, software engineering,
and linguistic science. For example, organizing qualitative works, including opinion and sentiment
analysis for marketing, discourse analysis in media studies, and blog usage for sociological studies,
have shown to improve through the usage of an Interval Semi-supervised Latent Dirichlet Allocation
(ISLDA) approach, with the help of defining a term frequency-inverse document frequency (TF-
IDF) coherence score [19]. A variety of authors, such as DiMaggio et al. [20], Grimmer [21], Quinn
et al. [22], Jockers and Mimno [23], Baum [24], Elgesem et al. [25], have shown the usage of topic
modeling approaches for identifying concepts, subjects of discussion, or sentiments through data
such as newspapers, press releases, speeches, books, blogs, and tweets. Other researchers have also
shown topic modeling expertise with respect to software traceability [26], coupling of classes in
object-oriented software systems [27], and mining source code histories [28]29].

Outside of natural and social sciences, topic modeling use cases are also prevalent in corporate
settings. Voice-of-customer processing with topic modeling for extracting actual customer needs
has been remarked by Ozdagoglu et al. [30]. Barravecchia et al. [3T]. At the same time, topic model-
ing has also been observed to define service quality attributes, content marketing topics, sentiment
analysis towards products, and issues in customer reviews [32I33J34I35]. Other applications of topic
modeling were studied by Asmussen & Mgller, focusing on the Latent Dirichlet allocation model
in particular . A bibliometric analysis performed over topic modeling-focused researched papers
in 2000-2017 observed that while computer science and engineering comprised of the majority of
publications, topic modeling has emerged in other subjects such as medical informatics, telecom-
munications, business economics, operations research, biochemistry and molecular biology, remote
sensing, and photographic technology [36].

2.2 Homogeneity and heterogeneity

The heterogeneity of texts in a corpus can be perceived using the concept of entropy, a measure
of the level of complexity and randomness of any system with various interdependent components
[37]. The formula for Shannon’s Entropy is shown in Eq. (T).

T
==Y pin(p), (1)
=1

where S indicates entropy, p denotes the probabilities of occurence, T' corresponds to types of
different components, and ¢ conform to the number of tokens of a text [3TU3g].

In this system, the texts are observed as communicative functions that drive the evolution of the
corpus’ entropic process. The complex nature of the corpus is shown in various aspects such as
semantic, syntactic, discourse, chaotic interactions, and possible self-organizational mechanisms. In
essence, homogeneity produces criteria for classifying texts with common linguistic characteristics.
They may share the same features, such as lexical distance, word choice, or genre [39].

Using Shannon’s Entropy, a homogeneity score denoted as H is calculated. A lower homogeneity
score is computed when the topic variation increases with the number of categories. The formula
is shown in Eq. .

N
1
H(X) = P(x;) -1
(X) =3 P g 3
Considering a dataset X with elements x;, fitting the formula to this use case, let N be the number

of categories (labels) and C; be a set of data points in a category (label). Defining probability for
_ \C \

(2)

, the entropy equation can be transformed to Eq. llj

ol |
Z i )

With this, the homogeneity score of the data set could be derived as the inverse of its Shannon’s
entropy shown in Eq. .

each element P(z;) =
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h(z) = (4)

1

{oo if H(X)=0
H(X)

otherwise

If h(X) = oo, then X is fully homogeneous. So, the higher the value of h(X), the data set X is
said to be more homogenous. A lower homogeneity score is computed when the topic variation
increases with the number of categories.

2.3 Preprocessing Techniques

Before modeling, preprocessing techniques are used to transform text inputs into machine-readable
elements. Such steps are described below:

Tokenization Tokenization is a preprocessing technique that cuts text into sentences and breaks
them down into words. Uppercase letters are converted to lowercase letters, then punctuation
marks are removed [40].

Part-of-Speech (POS) Tagging This preprocessing technique tags words by their context in a
sentence, whether they are nouns, verbs, adjectives, or other forms [41]. In this paper, POS taggers
are used to study large tagged text corpora and make an abstract level of analysis from reliable
low-level information.

Word Lemmatization Lemmatization is a linguistic term defined as grouping words with the
same root or lemma. While there are concerns that the real meaning of words in the sentence could
be out of context, lemmatization preempts this complication. Therefore, it is a preferred option
for topic modeling compared to stemming. Stemming only cuts off the derived affixes of the word,
thus losing the true intention of the word in the sentence [40].

Term Frequency-Inverse Document Frequency (TF-IDF) Words with a high relative term
frequency value have high importance in documents. TF-IDF illustrates the correlation and rela-
tionship of words on the corpus by calculating similar degrees among documents and deciding on
search rank. With this, getting the inverse of document frequency means we are identifying the
terms with high importance [42].

2.4 Modeling Techniques

With the advent of data-driven approaches toward understanding customer feedback efficiently, var-
ious topic modeling techniques have been developed to optimize the topic identification problem
in information retrieval. State-of-the-art and commonly used topic algorithms include Non-negative
Matrix Factorization, Latent Dirichlet Allocation, Latent Semantic Analysis, and BERTopic [10].

NMF Non-negative Matrix Factorization (NMF) is a linear algebraic method on decompositional
non-probabilistic algorithms [I0]. The goal of NMF is to decrease the data dimension and to identify
its principal components to represent the chaotic and complex data as an interpretable information
cluster [43].

NMF breaks down the input term-document matrix V to term-topics matrix W and topics-
document matrix M. This factorization was initiated by Paatero and Tapper from 1994 to 1997
[44], commenced with Lee and Seung in 1999 to 2001 [45]. It incorporates non-negative constraints
that enhance semantic explainability with the parts-based representation [43]. See Eq. .

-
Vtip, ~ (WM)ZH = Z WiaMa;L (5)
a=1
Compared to LDA, this method utilizes Term Frequency-Inverse Document Frequency (TF-IDF)
to represent the importance of each word in a corpus and not just solely rely on the raw word
frequency. According to Egger and Yu, NMF outperforms LDA by producing clearly defined topics
but is relatively standard compared to algorithms working on word embeddings [10].

LDA Latent Dirichlet Allocation (LDA) is an unsupervised generative probabilistic model of
a corpus, representing topics by word probabilities [I]. LDA assumes that each document is a
probabilistic distribution over latent subjects and that topic distribution in all documents share
a common Dirichlet prior. Each latent topic in the LDA model is also a probabilistic distribution
over words. Thus, the word distributions of issues share a common Dirichlet prior.



Data homogeneity dependent topic modeling for information retrieval 5

LSA Latent Semantic Analysis (LSA) is another older method for extracting the contextual mean-
ing of words and phrases in sizeable text compilations. Known for reducing the dimensionalities of
matrices during information retrieval procedures [46], LSA aims to take advantage of an implicit
latent semantic form found in sentences and documents, estimated through singular-value decom-
position to remove random ”noise”. When larger portions of data are in play, terms that may not
appear in an individual document may still be linked to the document semantically. [47].

BERT and BERTopic The Bidirectional Encoder Representations from Transformers (BERT),
classified as a transformer-based NLP technique, aims to improve on other fine-tuning approaches
in applying pre-trained language representation [48]. Variations of BERT went with both clustering
procedures and a class-based variation of the TF-IDF algorithm to create logical topic representa-
tions, coined BERTopic by Grootendorst in 2022 [49]. BERTopic utilizes pre-training or creating
general-purpose language representation models fine-tuned on smaller-data NLP activities. These
activities include next sentence prediction, sentiment analysis, question-answer responses, and other
tasks found in the General Language Understanding Evaluation (GLUE) benchmark [50].

The architecture of BERT follows a self-attention mechanism [51] and is pre-trained using a Masked
Language Model (MLM) and Next Sentence Prediction (NSP), two unsupervised tasks. Each doc-
ument is converted to its embedding representation by clustering a version of the embeddings
with reduced dimensionality and extracting the topics with a class-based TF-IDF iteration. This
accounts for the clusters of documents as shown in Eq. @

mgﬁzﬁﬁ-wm1+i§) (6)
tfe
wherein the frequency of a term t inside a class ¢, or a collection of documents transformed into a
single document cluster, is modeled. The logarithm of the mean words of each class A divided by
t across all classes made, adding one to positive output values, is used to measure the amount of
information the term ¢ provides to the class ¢ [49].

2.5 Evaluation Metrics

To determine the most suitable topic modeling algorithm for various levels of topic variation,
accuracy and Cohen’s kappa coeflicient were used as evaluation metrics and to find the optimal
number of topics for various variations in the data set coherence score was applied.

Coherence Score A coherence score is applied to find the degree of semantic similarity between
high-scoring words in the topic. To calculate, the formula used is shown in Eq. .

M m-1 ) ()

(t) ’Um,’Ul )+1
Ct: VW) =>">"log Dl (7)

m=2 [=1 l)

where D(v) denotes the document frequency of word type v, and D(v,v") corresponds to the co-
document frequency of the word types v/, and v, and V) depicts the list of M most probable
words in topic t. When the most significant and comprehensive words found for a certain topic
have a high rate of co-occurrence, this results in high coherence score [52].

Accuracy A common evaluation metric for text classification is accuracy. It measures the correct
classifications over the total number of classifications. The formula for accuracy is shown in Eq.

(8)-
TP+ TN

TP+TN+FP+FN ()
where TP stands for True Positive, TN for True Negative, FP for False Positive, and FN for False
Negative [53].

accuracy =

Cohen’s Kappa Coefficient This formula calculates the kappa coefficient, denoted by x shown
in Eq. @
Pr(a) — Pr(e)
=5 (9)
1— Pr(e)
where Pr(a) is the proportion of units in which the raters agreed, and Pr(e) is the proportion for
which the agreement is expected by likelihood, as found in Eq. @ For topic modeling purposes,
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the agreements could be interpreted as how close the predicted value and the true value concur
with one another. As x positively increases, there is a larger chance of the predicted value and
the ground truth agreeing. If there is no agreement, then « is negative [54]. Along with accuracy,
Kappa’s coefficient is an additional evaluation metric for classifiers as it considers the presence of
imbalanced data [55]. Therefore in this experiment, the better-performing classifiers should have
higher values of x [56].

3 Experimental Setup

3.1 Data source

The consumer complaint data used in the experiments was sourced from the Consumer Financial
Protection Bureau of 2012-2017, particularly the “Credit Card complaints.csv” dataset [57]. It con-
tains thirty (30) unique categories such as Billing disputes, Balance transfer, Delinquent accounts,
Identity theft / Fraud / Embezzlement, and Late fee in the ‘Issue’ column. These were considered
annotated compliant categories, while the topic modeling algorithms used the 'Consumer complaint
narrative’ column to generate topic keywords.

3.2 Methodology

4 Block 1 N\ 4 Block 2 \

Data Preprocessing

Stratified Sampled Datasets

Dataset 1 - 2 categories Tokenization Dictionary Creation
Dataset 2 - 3 categories POS Tagging Bag of Words
) Word Lemmatization TF-IDF
(Only for LDA, LSA, NMF) (Only for LDA, LSA, NMF)

Dataset 9 - 1-0 categories

\ J

4 Block 4 N\ ' Block 3

/

Topic Modeling
Assignment of top
topic keywords NMF Optimal number of
to e_ach text excerpt LDA - topics found using
in the corpus LSA coherence score c_v

/0

Y

( Block 5 N\ 4 Block 6 N\ / Block 7 \

Calculation of Performance evaluation of
Topic assignment homoegeneity score topic modeling algorithm
using using Shannon's Entropy using Accuracy and
topic distribution technigue to measure variation Kappa Coefficient
in the data.

J \. J

Fig. 1. Experimental Setup

Figure 1 explains the setup used in this experiment. Nine (9) stratified sampled data sets, containing
complaint categories between two and ten, are obtained from the complaints dataset discussed in
Section After the dataset is created, a set of preprocessing steps, shown in Block 1, is applied
to each stratified dataset sample. These include Tokenization, Parts-of-Speech Tagging, and Word
Lemmatization. The preprocessing steps mentioned are only required for NMF, LDA, and LSA,
not for BERTopic, as the latter uses pre-trained language and representation models.

After data is preprocessed, a dictionary and Bag of Words (BOW) are created, containing all words
in the corpus represented as keys and the frequency of the occurrence of the words identified as
values. Following the BOW is the TF-IDF identification, which carries information on which words
are more critical. After documents are vectorized, the topic modeling method is implemented. In
our case, the topic modeling techniques NMF, LDA and LSA utilize the coherence score calculation
to find the optimal number of topics, while BERTopic internally calculates the optimal number of
topics to be used.
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The topic keywords, generated by executing the topic modeling algorithms, are then mapped
against the annotated categories as shown in Blocks 4 and 5. As an example from our dataset, topics

such as Advertising and marketing, Closing/Cancelling Accounts, Identity Theft, Rewards/Memberships,
will be assigned based on the maximum value of the distribution among all annotated topics within

each cluster formed by the topic modeling algorithms.

Advertising  |Closing Identity theft|Rewards Categories with highest

and Marketing|/Cancelling account|/ Fraud /Memberships|frequency of text excerpts
Rewards

K 8% 3% 1 /Memberships

Identity theft

/Fraud

Closing

/Cancelling account

Topic ID

0

2% 8% 11% 0% 1

0% 36% 3% 2% 2

Table 3. Sample distribution of annotated categories for each generated topic by algorithm NMF. The
first four columns denote the text excerpt frequency.

Topic ID|Topic Keywords Subjective Observation
express, ameI‘iCEiI.l express, american, Talks about
0 point, membership reward, spend, .
. . Rewards and membership
card, offer, express credit, receive
1 capital, fraud, report, charge, Talks about
bureau, line Fraudulent activities
9 account, close, balance, account, open,|Talks about
without, credit, citibank account closure

Table 4. Top keywords generated by NMF for each topic

An example of keywords generated by NMF is shown in Table [3 The first four columns show
the distribution of existing annotated categories with each cluster of documents. The cluster of
documents formed by the generated Topic ID 0 has 10% of total Reward/Memberships com-
plaints/inquiries, 8% of inquiries on closing accounts, 7% on Advertising and marketing, and 3%
of Identity theft/Fraud complaints. Since the majority of complaints within this cluster of Topic
ID 0 are inclined towards inquiries on Reward/Memberships, the generated topic is assigned to
Rewards/Memberships.

To verify the topic assigned to each topic ID, the model-generated top topic keywords, as shown in
Table 4, are also manually interpreted using eyeballing techniques. Table |3| shows that the manual
inference is matched with the aforementioned topic allocation using the distribution method.

Steps from Block 1 to Block 6 were ran nine (9) times for all homogeneity scores, generated by the
equations in Section This set of iterations was performed for each topic modeling algorithm
for further comparisons. Accuracy and Cohen’s kappa coefficient, found in Eq. and @, were
used to evaluate the performance of each topic modeling algorithm, as shown in Block 7.

4 Results and Discussion

4.1 OQutcome of experiments

Table [5] shows how the performance of NMF, LDA, LSA, and BERTopic vary depending on het-
erogeneity of the data. Classification accuracy and Kappa’s coefficient as calculate. Eq. and
@ are used as the metrics to evaluate the performance of these algorithms. The accuracy and
homogeneity scores are normalized to set a common scale for a new diversified set of corpora.
It can be seen that, when the homogeneity score changed from 1 to 0.47, the accuracy for LDA
dropped by 55%, BERTopic by 30%, LSA by 14%, and NMF by 17% . Even though LSA has the
most negligible change, it is relatively less performing than NMF, to begin with. Furthermore, as
the homogeneity scores changed from 0.47 to 0.32, the normalized accuracy for LSA and BERTopic
continued to plummet. For LSA, it dropped by 28%. For BERTopic it decreased by 25%. These
drops in normalized accuracy are highlighted in red text in Table
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Kappa Coefficient Normalized Accuracy

Normalized Homogeneity Score|LSA BERTopic LDA NMF|LSA BERTopic LDA NMF
1.00 0.06 0.42 0.25 0.35 |0.77 1.00 0.82 0.91

0.47 0.14 0.24 0.04 0.35 |0.63 0.70 0.27 0.74

0.32 0.06 0.24 0.07 0.35 |0.35 0.45 0.23  0.68

0.15 0.03 0.16 0.07 0.39 |0.16 0.35 0.26 0.65

0.11 0.04 0.10 0.15 0.30 |0.12 0.26 0.32 0.50

0.09 0.09 0.12 0.13 0.35 | 0.20 0.11 0.15 0.55

0.05 0.03 0.15 0.16 0.28 |0.11 0.19 0.26 0.41

0.02 0.02 0.13 0.07 0.26 | 0.00 0.19 0.04 0.37

0.00 0.04 0.13 0.05 0.23 |0.03 0.13 0.01 0.33
Average Score 0.06 0.19 0.11 0.32 |0.26 0.38 0.26 0.57

Table 5. Homogeneity and accuracy values for NMF, LDA, LSA and BertTopic

Decreasing Homogeneity, Increasing Heterogeneity

Normalized Accuracy

Normalized Homogeneity Scores

— SA ACCuracy Bert Accuracy — el DA ACCuracy — es=NMFAccuracy

Fig. 2. Normalized homogeneity vs Normalized accuracy for the investigated topic modeling algorithms.
BERTopic outperforms other algorithms for highly homogeneous data and NMF is superior to other algo-
rithms for low-medium homogeneity scores

The results shown in Figure 2 and Figure 3 add to this claim, illustrating that as the homogeneity
score decreases, the normalized accuracy and Kappa’s coefficient also decrease. However, there are
exceptions. For instance, when the homogeneity scores range between 0.15 and 0.05, the normalized
accuracy bounces back in Figure 2 for some algorithms.

As seen in Figure 2, NMF seems to be the most accurate and suitable algorithm as topic variation
increases. While its normalized accuracy decreases, it stays above the other algorithms tested
somewhere after the 0.47 mark of the normalized homogeneity. Moreover, the gap for the normalized
accuracy between NMF and the others after this point ranges from 15% to 47%. This significant
difference further solidifies the claim that NMF is better in increasingly varying topics. However,
when the homogeneity score is at its highest value, or when the variability in the topic is least,
BERTopic outperforms NMF by 9%. Thus for topics with more similarities, it can be claimed that
BERTopic is the best algorithm to use, followed by NMF, LDA, then LSA.
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The performance of the algorithms between homogeneity scores of 0.05 and 0.15 shows some insight.
While NMF still surpasses the others, LDA appears to be the second best option, beating BERTopic
and LSA. It can therefore be concluded that for the corpus with moderate topic variations, NMF
and LDA are the desirable algorithms to use.

045 Moderate 0.41 - 0.60
0.42

Fair 0.21 - 0.40

slight 0 - 0.20

Kappa Coefficient

Normalized Homogeneity Scores

LSA Kappa BertKappa s=====lDAKapps s====MNMF Kappa

Fig. 3. Normalized homogeneity vs Kappa coefficient for investigated topic Modeling algorithms.

In addition to accuracy, the Kappa coefficient is an added evaluation metric. As seen in Section
2.7 the Kappa coefficient « helps users evaluate the performance of each topic modeling algorithm,
becoming more reliable when there is an imbalance in the classes. As seen in Figure 3, the graph
conveyed three ranges. According to Landis and Koch, [58], a kappa value less than 0 indicates no
agreement, 0-0.20 draws as slight, 0.21-0.40 as fair, 0.41-0.60 as moderate, 0.61-0.80 as substantial,
and 0.81-1 as the perfect agreement between the predicted values and the ground truth.

For datasets similar to the one at hand, NMF still is the desirable algorithm to use after the 0.47
mark in the homogeneity score. It consistently exhibits fair agreement, meaning that the predicted
and actual values are concurring equitably. For the highest homogeneity score tested, BERTopic
seems to provide a good Kappa score slightly above the fair range and over the minimum point
in the moderate range, thus it can be used more than the NMF at this stage. BERTopic could be
used until the 0.32 homogeneity score but not beyond. It already went under the slight range with
LSA and LDA. LSA is almost always in the slight range, therefore this could be the last option to
take across the whole range.

In summary, the accuracy of topic modeling algorithms must be viewed as dependent on the
present homogeneity in the data. For this dataset, NMF is the best algorithm for low and medium
homogeneity. But alternatively, LDA could be used for medium homogeneity and BERTopic for
high homogeneity. BERTopic performs best for the most homogeneous data, but the performance
deteriorates as the homogeneity in data decreases.

Alongside the comparison of evaluation metrics, a sample set of tables of an “Identity Theft /
Fraud / Embezzlement” topic with its generated topic keywords are shown for a homogeneity
score of 1.00 and a homogeneity score of 0.32. Aside from the accuracy and Kappa coeflicient,
a subjective observation will aid in validating the effectiveness of using the recommended algo-
rithms. The subjective validation will also support the use of suitable performance measures for
this study.

In Table @ BERTopic and NMF are able to give 100% correct interpretation for the topic 'Identity
theft/ Fraud/ Embezzlement.” under a homogeneity score of 1.00. However, BERTopic performs
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Homogeneity Score: 1.00
Topic Keywords

Topic Subjective Observation Remarks

NMF

Identity theft / Fraud
/Embezzlement
Identity theft / Fraud
/ Embezzlement
Identity theft / Fraud
/ Embezzlement

account, report, credit, identity, debt, credit report, reporting, open, theft, identity theft| Correct Interpretation

card, charge, credit, credit card, company, call, fraudulent, receive, fraud, card company| Correct Interpretation
100 % topics gives

capital one, capital, one, one credit, theft, reporting, merchandise, resolve, secure . R
’ correct interpretation

LDA

Correct Interpretation

Identity theft / Fraud
/ Embezzlement
Identity theft / Fraud
/ Embezzlement
Identity theft / Fraud
/ Embezzlement
Identity theft / Fraud
/ Embezzlement

credit, account, card, charge, bank, call, get, information, would, number Cannot Interpret

card, credit, one, payment, account, make, capital, month, sent, state Cannot Interpret

payment, balance, would, tv, delivery, purchase, make, best, pay, check Cannot Interpret

Only 25% of topics

card, credit, account, charge, call, would, receive, time, fraud, told . . .
give correct interpretation

LSA

Correct Interpretation

Identity theft / Fraud
/ Embezzlement

Zero topic with

redit, card, °h. all g 1 . .
credit, card, account, charge, call, payment, would correct interpretation

Cannot Interpret

BerTopic

100% of topics give
correct interpretation
and clusters all the fraud
into one definite cluster,
instead of creating many
clusters like NMF

Identity theft / Fraud

/ Embezzlement credit, card, account, not, fraud, charges, bank

Correct Interpretation

Table 6. Topic Keywords for Identity theft / Fraud / Embezzlement with Homogeneity Score of 1.00

best as it could give precisely one definite cluster with correct interpretation from the keywords
generated, while NMF gave three clusters with proper interpretation. On the other end, LDA
showed 25% correct interpretations and LSA produced keywords that are not as interpretable. In
Table [7} which showcases topic keywords for the same topic for the homogeneity score of 0.32,
it is apparent that NMF performs the best among LDA, LSA, and BERTopic. NMF gave two-
thirds topics worth of correct interpretations, while the three others had either mixed words or
uninterpretable keywords.

Homogeneity Score: 0.32

Topic Keywords Remarks

Topic

Subjective Observation
NMF

Identity theft / Fraud
/ Embezzlement
Identity theft / Fraud
/ Embezzlement

call, say, would, time, bill, money, get, phone, pay Contains Mixed Words

capital, capital one, one, one bank, fraud, information, judgment, someone, wallet, charge back ~ Correct Interpretation

Identity theft / Fraud
/ Embezzlement

identity, theft, identity theft, report, debt, victim, open, account, victim identity, information

Correct Interpretation

66% topics give
correct interpretation

Identity theft / Fraud
/ Embezzlement

LDA

credit, account, card, report, charge, bank, call, close, fraudulent, receive

Contains Mixed Words

Zero topics with
correct interpretation

LSA

Identity theft / Fraud
/ Embezzlement
Identity theft / Fraud
/ Embezzlement

card, credit, bank, account, charge, call, one, capital, amex

one, charge, american, express, bank, call, paypal, time, make, capital

Cannot Interpret

Cannot Interpret

Zero topics with
correct interpretation

BERTopic

Identity theft / Fraud
/ Embezzlement

credit, card, account, had, would, payment

Cannot Interpret

Zero topics with
correct interpretation

Table 7. Topic Keywords for Identity theft / Fraud / Embezzlement with Homogeneity Score of 0.32

The boundaries and algorithm rankings may vary for other data sets unrelated to bank customer
complaints or inquiries. A similar experiment should be conducted to understand the generaliz-
ability of this study’s findings.

4.2 Recommended Data Homogeneity Dependent Topic Modeling Process

Figure 4 shows the recommended steps a user new to a dataset can apply to determine how homo-
geneous the data at hand is and which topic modeling algorithm should be considered depending
on the homogeneity score. If the user’s data is more homogeneous with a normalized homogeneity
score greater than 0.5, BERTopic is recommended for similar datasets to the one discussed in this
work. If the data moves to a homogeneity score of less than 0.5, NMF can be applied, followed by
LDA. LSA is the last choice to take.
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Gather Data
»  Pre-process data
A 4
Use suitable topic Calculate homogeneity
modelling algorithm score

Fig. 4. Proposed methodology to select a topic modeling algorithm for a new data

5 Conclusion

Despite many years of advancements in topic modeling algorithms, there are still apparent draw-
backs dealing with conceptually spurious or multi-context words generated by the topic modeling
algorithms. These constraints escalate with increasing topic variation in given text corpora, which
hinder coherence and usability especially in organizations with large free-text such as in bank-
ing and customer feedback. To address this limitation, a homogeneity score based on Shannon’s
entropy was formulated to capture the topic variation in a data set for each set of annotated cate-
gories. The performances of four commonly used state-of-the-art topic modeling algorithms, namely
Non-negative Matrix Factorization (NMF), Latent Dirichlet Allocation (LDA), Latent Semantic
Analysis (LSA), and Bidirectional Encoder Representation from Transformers for Topic modeling
(BERTopic), were evaluated using Accuracy and Cohen’s kappa coefficient scores on different levels
of data variation explained by the calculated homogeneity scores.

From the results above, it can be concluded that there is no single topic modeling algorithm
among the four that perfectly works for increasing topic variation/heterogeneity. Comparatively,
BERTopic outperforms other algorithms (Cohen’s kappa of 0.42 vs. 0.06 for LSA) for high data
homogeneity. For medium and low homogeneous data, NMF is superior to the other algorithms
(medium homogeneity returns a Cohen’s kappa of 0.3 for NMF vs. 0.15 for LDA, 0.1 for BERTopic,
0.04 for LSA). The methodology described in this paper aims to help users calculate the topic
variation in their dataset which is derived from the proposed homogeneity score. The user can
choose among most widely used algorithms, not limited to the four topic modeling techniques
aforementioned, to get the best coherent interpretation from the topic keywords generated.
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